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What this is about

LSST

The Large Synoptic Survey Telescope is a proposed wide-field 
telescope facility with a qualitatively new capability to 

The LSST has been identified as a national scientific priority in reports by 
diverse national panels, including several National Academy of Sciences 
and  US federal agency advisory committees. This judgment is based upon  
 the LSST's ability to address some of the most pressing open  
 questions in  astronomy and fundamental physics, while driving  
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What this is about

LSST

NSF Review ! Tucson, AZ ! December 15-17, 2009 6

Camera is meeting the technical challenges as the 

largest digital camera for astronomy

Parameter Value

Diameter 1.65 m

Length 3.7 m

Weight 3000 kg

F.P. Diam 634 mm

1.65 m

5’-5”

– 3.2 Gigapixels

– 0.2 arcsec pixels

– 9.6 square degree FOV

– 2 second readout

– 6 filters
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What this is about

Tens of terabytes/night

Hundreds of petabytes final image archive

Tens of petabytes final catalog

~100K events/night for 10 years

Alert latency ≤ 60s

LSST
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Example: ctypes

ctypes_example.py

ctypes_example.f90
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Data Management System

1. The OIR-DMS Reference Design

The OIR-DMS requirements on performance, reliability, scalability, modularity and 
evolutionary design are not unique. The industry-standard architecture used to address 
them is what is know as “layered” architecture. This  horizontal layering separates the  
application software (i.e. the astronomical pipelines) from the physical infrastructure (i.e. 
the computer hardware and their system software) with a “middleware” software 
technology (see fig. 1.0).

The Application Layer provides the scientific processing code, algorithms and data 
products that make the OIR-DMS mission possible. This is mostly custom code.

The Middleware Layer provides the abstraction from the underlying hardware and 
system software. It offers the application layer components a uniform interface to the 
services of the infrastructure layer hiding their implementation (for portability purposes). 
This is mostly custom integration of off-the-shelf open source components.

The Infrastructure Layer provides all the hardware and system software in the OIR-DMS 
computing, storage and network resources in which the two other layers execute. This 
is off-the-shelf commercial hardware and system software.

Data Products Pipelines

Application Framework

Data Access

System Administration, Operations, Security

Physical Plant

User Interface
Distributed 
Processing

Computing Storage Communications

{
{
{

Application Layer

Middleware Layer

Infrastructure Layer

DRAFT  -  FOR  INTERNAL  USE  -  DO  NOT  DISTRIBUTE

4

Fig. 1.0 The three-layered architecture of OIR-DMS.

CfA & Nobbler 76
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Example: MPI

mpi_example.py
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It’s the same!

Same software on the cluster

Same software on the desktop
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Open Astronomy

Open source

Open data
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Resources

http://dev.lsstcorp.org

http://www.lsst.org

http://www.gmto.org
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